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1 Introduction

This document is the Final Report of the project “Premier Analysis of Campaign Data” (PACD) for the ESA-
ESTEC Contract N. 4000101374/NL/10/CT aimed at processing Level 1 (L1) data acquired by the MARSCHALS
instruemnt onboard the M-55 Geophysica high-altitude research aircraft during the Test Campaign in November
2009 at mid-latitude (TC9 campaign Oberpfaffenhofen, Germany, Lat. 48.1°N, Lon. 11.3°E) and during the
scientific campaign in March 2010 in the Arctic region (PremierEx campaign, Kiruna, Sweden, Lat. 67.8 °N,
Lon. 20.4 °E). The document describes the research activitites conducted in the period from the Kick-Off Meeting
(12.06.2010) to the Final Meeting (14.06.2011) and the consolidated results obtained during Phase 1 and Phase 2
of the PACD project.

The activities carried out in the course of the project reporting period mostly focused on the following work-
packages:

e Adaptation and upgrading of the code developed by IFAC and ISAC for the analysis of MARSCHALS
measurements (WP-2000)

e Intercomparison of IFAC/ISAC and RAL foward models (WP-3000)

e Analysis of the data acquired by MARSCHALS during the TC9 campaign and the PremierEx campaign
(WP-4000/4100)

e MARSCHALS data validation (WP-5000/5100)
e Assessment of Clouds (WP-6000/6100)
e Synergy of mm-wave and IR measurements (WP-7000/7100)

The main outcome and conclusions for the above mentioned activities are presented and discussed with empha-
sis on the analysis of the PremierEx campaign dataset due to the better performances achieved by the MARSCHALS
instrument during this Scientific Flight compared to the Test Flight In section 2, a summary of the key modifica-
tions implemented in the pre-processor and retieval codes is reported. In section 5, preliminary results of the
first retrieval analysis of the measurements obtained by MARSCHALS during the Test Flight of 04.11.2009 are
shown and conclusions are derived on the performance of the retrieval of the target species: Temperature, H2O,
O3, HNO3, N2 O, CO.

2 New characterization data and code verification

MARSCHALS Level 2 (L2) data analysis is performed using the L2 software suite developed in the context
of the previous study supported by ESA: “The Scientific Analysis of Limb Sounding Observations of the Upper
Troposphere”, Contract N. ESTEC/Contract 16530/02/NL/MM. The software suite is mainly composed by two
modules:

1. SAMM (Supervising Analyzer of MARSCHALS Measurements)
This module is a tool dedicated to perform a first selection of the MARSCHALS measurements, to convert
the data contained in the L1 files in a format readable by the MARC code, and to generate a preliminary
overview and diagnostic of the flight data.

2. MARC (MARSCHALS Retrieval Code)
This module contains the core part of the code devoted to the retrieval of vertical profiles of atmospheric
constituents, as well as instrumental scalar quantities to assess the quality of the measurements. The retrieval
is performed by processing a set of measured (or simulated) spectral data.

More details about the MARC and SAMM modules can be found in the Level 2 ADD [16] and in the Level 2 User
Manual [17].
In this section we recall some of the features of the pre-processor code (SAMM) useful for the subsequent discus-
sion and we report the new functionalities of SAMM and MARC codes implemented for the handling and for the
analysis of the data acquired during the PremierEx campaign. A more detailed description of the pre-processor
and of the retrieval code can be found in the SCOUT-03 analysis report [18].

The data extraction routines of SAMM were tested using the SCOUT-O3 flight campaign data. Both spectral
and other data necessary for the L2 analysis were compared with data extracted by using an application provided
by the L1 team, which is Level 1Ib2CSV.exe.
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2.1 The main features of the pre-processor

The main features of the pre-processor were developed during SCOUT O3 analysis, in order to allow the L1 data
processing by using MARC retrieval module.

e Rearrangement of the Lines Of Sight (LOS)
in the L1B data file, the LOSs are not monotonically sorted with decreasing (or increasing) pointing angle;
the pre-processor rearranges the LOS in increasing order;

e Rearrangement on the spectral data
in L1B data file the spectral data, as well as the spectral error and all related quantities are not sorted with
increasing frequency; the pre-processor rearranges the spectral channels with frequencies in increasing order;

e Rearrangement on the filter spectral response
Spectral response is provided for each filter as a function of Low Frequency; the pre-processor translates this
data in the Band B, C, and D frequency using the local oscillator frequencys;

e [mplementation of manual selection of the LOS
the user can exclude one or more LOS from the file of observations; this manual selection has been added to
exclude LOS having large values of x2-test.

e Computation of the average spectral error
For each LOS, the pre-processor computes an average (root mean square (rms)) value for the spectral error;
the user can decide to use the original error or the averaged one in the retrieval.

o Treatment of spectra containing unrealistic values
Some spectra in band B contain channels having unrealistic values (null or very large values) in spectral data
and/or in spectral data errors; when the file of the observations to be analysed is produced, these channels
can be replaced with values selected by the user. This feature of the pre-processor enables the exclusion
of the unrealistic values from the analysis by introducing a large value in the spectral error. The channels
marked as unrealistic are not taken into account when the average spectral error is computed.

2.2 Characterization of the Level 1B data
2.2.1 Overview of Level 1B data

The SAMM pre-processor produces a set of output files used to characterize the data acquired during the flight.
Among these, the flight overview contains general data related to the measurement campaign.
Some results extracted from the flight overview in the case of the 04.11.2009 flight are reported in section 5.1.
Along with the flight overview, the pre-processor generates a scan overview file containing auxiliary data re-
lated to a specific selected scan: the geo-location of the instrument (altitude, latitude, longitude); the pointing
angle; the geo-location of the refracted tangent point (altitude, latitude, longitude); the values of the spectral quan-
tifiers computed by the pre-processor (continuum, noise and contrast levels).

2.2.2 Sweep selection criteria

For each measured scan, the pre-processor enables either an automatic selection or a manual selection of the sweeps
which are going to be analysed.
The main automatic selection criteria are:

- Altitude range selection: only sweeps having tangent altitude included in a selected range are extracted;
- Noise selection: only sweeps having noise less than a noise threshold are extracted;
- Contrast level selection: only sweeps having a contrast level greater than a threshold value are extracted;

- Tangent altitude behaviour: if two consecutive scans have increasing pointing angles, but not decreasing
tangent altitudes, the lowermost is automatically excluded.

The automatic selection of the sweeps can be manually modified by editing a LOG file automatically produced
by SAMM. The file, along with the scan diagnostics, contains a flag that is automatically set to 1 if the sweep has
been included in the data to be analysed, or to zero if the sweep has been discarded. Changing manually the flag
the automatic selection is overwritten in a subsequent run of the SAMM code.
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2.3 New features of the pre-processor

The format of MARSCHALS Level 1B data provided by the L1 team is basically unchanged from the SCOUT-O3
campaign, however some additional features are included in the pre-processor to better characterize the actual data.

2.3.1 Spectrum contrast level

This quantifier can be used to identify and/or filter the observations having a low contrast in the spectral lines.

In the SCOUT-03 version of SAMM the contrast level was defined as the ratio between the mean spectral
intensity in two frequency intervals of each band. In the new version of SAMM the contrast level related to a
given spectrum is defined as the difference between two reference intensities: ,cqx (located on a strong line of the
spectrum) and /.,,,; (located in a continuum region).

Reference intensities are evaluated by averaging the spectral intensity over given spectral intervals, specific of each
band, as described below:

Band B:

Ipear 1s evaluated as the mean value on the interval [301.6 - 302.0] GHz, for a total of three spectral points. This
interval contains the strongest Og line in the band.

I.ont 1s evaluated as the mean value on the interval [295.6 - 296.4] GHz, for a total of five spectral points.

Band C:

Ipear 1s evaluated as the mean value on the interval [324.9 - 325.3] GHz, for a total of three spectral points. This
interval contains the strongest HoO line in the band.

Lot 1s evaluated as the mean value on the interval [322.5 - 323.3] GHz, for a total of five spectral points.

Band D:

Ipear 1s evaluated as the mean value on the interval [343.0 - 343.4] GHz, for a total of three spectral points. This
interval contains the strongest Og line in the band.

I.ont is evaluated as the mean value on the interval [347.6 - 348.4] GHz, for a total of five spectral points.

2.3.2 Averaged Brightness Temperature of each spectrum

This quantifier can be used to identify and/or filter the observations having anomalous behaviour due to either
pointing problems or cloud contamination. The averaged Brightness Temperature (BT}, ) quantifier is computed
by averaging the spectral intensity over the whole spectral range of the band:

/I~ N
o BTZ2
BT(w = 22_71 (1)

N

Where BT; is the brightness Temperature of spectral channel ¢, IV is the number of channels of the considered
band. The BT,, quantifier is reported in the scan_log file.

2.3.3 New format for some auxiliary files
New reading routines have been developed in order to manage the new format of some auxiliary files (Instrumental
Line Shape (ILS) and Field Of View (FOV)).

2.3.4 Mean spectrum and standard deviation

A new significant feature implemented in the pre-processor is the computation of the mean spectrum and of the
standard deviation. The mean spectrum is computed by averaging all the observations acquired at the same nominal
pointing angle.

Some examples of mean spectra in case of the 04.11.2009 flight are reported in figures 1, 2 and 3.

2.3.5 Observations dataset

By using the new developed feature, the pre-processor is able to create different configurations of the observation
dataset resulting from different definitions of the observed spectrum and of the measurement error. The different
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configurations will be evaluated during the retrieval activity in order to find the best retrieval configuration.

Dataset configuration 1: single spectrum and measurement error

In this configuration the pre-processor creates, for each scan, a file containing all the atmospheric observations
(matching the filtering criteria set by the user) and the measurement error.

In detail:

e Spectrum: single observation spectrum;

e Error: spectral error, including covariance, extracted from L1B file.

Dataset configuration 2: mean spectrum and standard deviation

In this configuration the pre-processor creates, for each scan, a file containing mean observations and standard
deviation.

The observation is identified by the mean value of pointing angle, tangent altitude, instrument altitude.

In detail:

e Spectrum: mean spectrum computed on observations having the same nominal pointing angle;

e Standard deviation computed on observations having the same nominal pointing angle; no measurement
covariance is taken into account (diagonal measurement VCM).

Note: data rejection

A data rejection criterion is applied in the computation: the observations along a line of sight having a tangent
altitude that differs more than two standard deviation and more than 100 m from the mean tangent altitude are
rejected from the statistics; a new mean and standard deviation are computed using the remaining elements.

Dataset configuration 3: single spectrum and standard deviation

the pre-processor creates, for each scan, a file containing all the atmospheric observations (matching the filtering
criteria set by the user) with an associated error estimated using the standard deviation of the observed spectrum
computed on the observations having the same nominal pointing angle.

In detail:

e Spectrum: single observation spectrum;

e Error associated to the spectrum: Standard deviation computed on the observations having the same nominal
pointing angle; no measurement covariance is taken into account (diagonal measurement VCM).

Dataset configuration 4: single spectrum and rms noise

the pre-processor creates, for each scan, a file containing all the atmospheric observations (matching the filtering
criteria set by the user) with an associated error estimated using the mean rms noise of the observed spectrum.

In detail:

e Spectrum: single observation spectrum;

e Error associated to the spectrum: rms noise computed using the spectral errors associated to the spectrum;
no measurement covariance is taken into account (diagonal measurement VCM).

2.4 New features of the MARC code

The MARC code is basically unchanged from the code used for the SCOUT-O3 campaign data analysis, however
some parameter has been changed to model the instrumental characterization and some additional features has
been included. In particular, in the following we describe the implementation of the frequency shift retrieval and
of the exportation of the input needed to the data fusion analysis.

2.4.1 Implementation of frequency shift retrieval

In order to reduce the systematic errors due to the instrumental characterization and to produce a feedback to
the L1 team on the quality of the spectral calibration, the possibility to retrieve the frequency shift has been
implemented in the MARC code. This parameter is a band dependent parameter so if we analyze a measurement
performed on 3 bands, 3 different values of the frequency shift are provided by the code. This parameter is not
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geometry dependent because we assume that the frequency shift is due to the instrumental characterization. The
frequency shift parameter is a frequency offset introduced in the ILS. MARC compute the Jacobian preforming the
convolution twice: the first one using the actual value of the frequency shift and the second one using the actual
value plus the frequency step equal to the fine frequency grid used in the simulation (2.5 MHz). This retrieved
parameter can be fitted using the logical flag added in the settings file. If it is retrieved by MARC the user has to
provided in the settings file the a priori information in term of initial guess and a priori error, and the Marquardt
parameter. If the frequency shift retrieval is enabled, MARC provides the frequency _shift.dat file with information
on the frequency shift retrieval related on last iteration of the retrieval and on the initial guess used.

2.4.2 Frequency shift retrieval results on simulated spectra

Tests have been performed to evaluate the correctness of the procedure: a frequency shift has been introduced in
the simulated observations and we have performed the retrieval in order to fit the actual value. This test has been
repeated fitting the frequency shift alone and using the standard settings configuration related to MARSCHALS
analysis and we obtained a good evaluation of the frequency shift in terms of accuracy and precision.In particular,
using 1K as MARSCHALS measurement error, the accuracy is 1-2 MHz and a frequency shift of +20, -20, +20
MHz have been retrieved in band B, C, and D respectively.

2.4.3 Implementation of the exportation of the MSS input products

The Measurement Space Solution (MSS) is a new type of representation of the information retrieved about the
vertical profile of an atmospheric constituent [3]. In this new representation the profile is not given, as in classical
retrievals, by a sequence of values as a function of altitude, but as the combination of a set of functions each
weighted with a measured amplitude. The set of functions are those that belong to the functional space in which
the measurement is performed (the so called "measurement space”). The profile obtained in this new way does not
directly provide, as classical retrievals do, a useful graphical representation, but has other important advantages
that make it a tool for the full extraction of the information that the observations contain about the profile that
is being retrieved. The MSS theory is briefly described on the IFAC web site: http://ga.ifac.cnr.it/products-and-
facilities/mss-products.html.

MARC has been modified in order to export at the last retrieval iteration all the information to calculate the
MSS. In particular MARC exports:

e 1) the vector (S 12 (y — F(z0)), where Sy in the total (random and systemic) VCM of the observation,
y are the observations and F'(x) are the simulations at the last retrieval iteration;

e 2) the matrix S, 1z K, where K is the Jacobian matrix;

e 3) the vector x that is the state vector at the last retrieval iteration.

A stand alone software has been implemented in order to compute the MSS related to MARSCHALS and
MIPAS data and to preform the data fusion.

3 Intercomparison of MARC and RAL forward models

In this section, we report the results of the comparison of the forward models implemented in the MARC code by
IFAC/ISAC and in the FM2D code by RAL. The radiative transfer code of MARC is illustrated in Sections 5 and
6 and in references therein. Details about the RAL forward model are provided in sub-section 3.1.

3.1 Description of the RAL forward model

RAL uses its in-house radiative transfer code called FM2D for all results presented on their behalf in this study.
FM2D stands for 2-Dimensional Forward Model, indicating the capability of the code to be used in a 2-Dimensional
tomographic retrieval scheme, but the scope of this study only requires 1-Dimensional calculations. FM2D is a
mature, modular code which has been used in a number of past ESA studies, as well as for the data analysis and
simulation of various remote sensing instruments. It has been originally developed for the MASTER 1°? Extension
Study and an in depth description of the model can be found in the corresponding Final Report [8] and in the Final
Report on the 15¢ Extension [9]. FM2D had been compared to other radiative transfer models in the past, e.g. to
the University of Oxford RFM (Reference Forward Model) [10] and University of Chalmers, Moliere5 [25] and
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successful matches have been achieved in all cases.

In the following we give a short description of some of the control parameters, in order to outline the scope
within which they can be modified to match the output of the MARC forward model code:

Gas Profiles: Vertical profiles of trace gases, Temperature and pressure can be freely chosen. If the profile
spacing is coarser than the forward model grid, then profiles will be interpolated accordingly. If the input profiles
span less than the full range of the forward model grid, then missing values will be extrapolated. It is worth point-
ing out at this point that grid interpolation is a possible error source between different forward models.

Line Shapes: The following spectral line shapes are supported by FM2D

e Lorenz

e VanVleck/Weisskopf

e Voigt

e Combined VVW/Voigt

Atmospheric Continua: The following continuum absorption can be switched on/off at will
e H5O continuum

e N5 continuum

e Oy continuum

Continuum models: The following formulations of continuum absorption can be selected
e Liebe89 (in combination with the following line shapes: Voigt, VVW or both)

e Liebe93 (in combination with the following line shapes: Voigt, VVW or both)

e CKD (in combination with the following line shapes: Voigt)

e Any explicit profile of absorption coefficients at one (or two) given frequencies to be added to the line-by-
line absorption. If absorption coeffients are defined at two frequencies then the additional absorption takes
the form of a slope over the spectral band.

Atmospheric Scans: Can be defined in units of off-nadir angles, geometric (i.e. non-refracted) tangent height
or true (i.e. refracted) tangent height.

Background Radiance: Can be either switched on or off, or set to a fixed value of 2.74 K. Default is switched on.
Surface Emissivity: Can be set to values from 0 (100% reflectance) to 1 (100% absorption).

Refraction: Can be switched on or off. If switched on the earth radius can be selected. T, p, and gas profiles
will also have an impact of the calculated refraction.

Frequencies: Any frequency grid is possible, even arbitrarily spaced ones.

Output Parameters: The following output units are possible
e Radiance (Brightness Temperature)

e Total absorption coefficients at all atmospheric levels

e Path transmittance

Spectral Line Data: Any spectral line data file in HITRAN format can be used. For some continuum choices
(e.g. Liebe) a separately defined H5O line data file has to be used. (The latter can be manually overridden if
needed).
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Instrument Line Shape: The instrument line shape is defined in a FILTER _FILE, which contains the centre
frequencies of each channel and for each channel the path to a corresponding (normalised) channel response file.
We are using the filter functions as measured in the lab at RAL.

Antenna Pattern: The shape of the antenna pattern is given in a separate file. The range over which is defined
has to be fully covered by the range of the pencil beams (see below) or a convolution error will result.

Pencil Beams: The angles at which the antenna pattern is to be evaluated in order to calculate the signal at a
given bore sight.

Forward model grid: Any arbitrarily spaced altitude grid at which to compute the atmospheric radiance can be
specified. The altitude grid has to fully cover the scan range or else an error will result. For limb sounding the
forward model grid has to include the platform altitude.

3.2 Scope and strategy of the forward model intercomparison
The following statement in the SOW defines the threshold criteria for a successful intercomparison:

”1t shall be demonstrated that residual differences between both models do not lead to significant
differences in retrieved products, i.e. the differences need to be negligible with respect to Level 2
accuracy requirements in the PREMIER MRD /MRD2009/.”

During the first phase of the intercomparison, in the intermediate absence of retrieval simulations, we have
to find a quality criterion based on our past experience which will allow us to judge if any two given modeled
spectra are close enough to likely fulfill the SOW criterion outlined above. As a working hypothesis, we assume
that simulated spectra including continuum absorption and the full instrument functions should usually agree to
within 0.1 K with each other. Monochromatic spectra should agree to about 0.1 K. These numbers assume that all
parameters of the two forward models are absolutely identical. In case of larger discrepancies in the underlining
differences in the model code need to be identified.

The plan was to conduct the model comparison as follows. We will start with a comparison of monochromatic
spectra (i.e. neither instrument line shape nor antenna convolution are accounted for) and an atmosphere without
either refraction or continuum absorption. If the residual differences fall within our set threshold, then additional
complexity is added to the scenario as follows:

1. Instrument Line Shape (ILS), aka filter functions or channeliser spectral response)
2. Continuum
3. Refraction

4. Field of View (FOV), aka antenna convolution

If at any point the discrepancies turn out to be larger than our set thresholds, then we would simplify the
scenario in order to pinpoint the source of error (e.g. single spectral lines, single layer atmosphere, etc). In practice
it turned out that the comparison was much more challenging and complicated than anticipated. As a result of
this the features of the models had to be extended quite significantly (more details are given later in the text in the
corresponding sections).

3.3 Definition of input parameters

The initial input parameters were defined mostly by RAL based on an existing setup to analyse PremierEx data.
The atmospheric profiles were computed by interpolating ECMWF fields to tangent point locations and altitudes
which correspond to the actual measurements taken by MARSCHALS along the flight track of the PremierEx
flight. This implies that the returned profiles were only defined at the MARSCHALS scan angles, which are not
exactly even spaced and which did not always reach down to Zero kilometers. While not initially perceived to
be an issue, this was later discovered to cause significant interpolation errors. As a result the grid spacing had to
be reduced, and consequently the profiles had been replaced by a set of RFM reference profiles which are fully
specified from 0 km up to 120 km. The profiles we finally used are shown in Figure 4.

The definition of the instrument functions (ILS and FOV) were provided by RAL based on measurements of
the instrument performance performed in the context of the UAMS instrument upgrade project (ESA project). The
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Fig. 4: Input profiles used for the FM intercomparison studies (Source: RFM reference profiles)

FM intercomparison is still based on the antenna patterns measured in 2005 after the Darwin campaign, because
the newest results were still outstanding.

The following input parameters have been defined by the IFAC team, because they cannot be modified at will in
the MARC code:

e Monochromatic frequency grid (2.5 MHz)

e Spectral line data file (from a study by Verdes et al. [26] converted to HITRAN format by IFAC)

3.4 Monochromatic calculations

In the following sections we present the results of the monochromatic simulations. We only present milestone
findings to illustrate the process we have gone through and the conclusions we have drawn if they had a feed back
on the process itself (i.e. where as a result of a simulation we had to make changes to the code or the setup).

3.5 [Initial setup (full atmosphere)

Figure 5 shows the residual difference of RAL spectra minus IFAC spectra based on the initial input parameters
and model configurations. This represents the state as it was presented at the first project meeting at Florence
(PM1) in August 2010. Explicitly this means that the atmospheric profiles were the coarsely gridded, interpolated
ECMWEF profiles and the forward model grid was the initial grid of 1 km spacing in the troposphere, 5 km spacing
in the stratosphere and 10 km spacing in the mesosphere.

There are some obvious problems with the spectra in Figure 5:

o A residual which looks like a frequency shift on the 325 GHz H5O line

e Residuals shaped like delta functions, which indicate that the mesospheric contribution is misrepresented
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e A continuum-like residual which seems to be strongest at 5 km - 6 km

As a conclusion, the following changes have been implemented:

The spacing of the forward model grid has been reduced. The minimal spacing of 1 km has been reduced to 200 m
and the maximum spacing of 10 km has been reduced to 1 km. The reason for this was to mitigate discrepancies
introduced by interpolation of atmospheric profiles when the radiative transfer equation is solved for a given pencil
beam through the atmosphere. On top of that, the vertical resolution of the gas, Temperature and pressure profiles
have been increased as well. They are now defined at the exactly the same altitudes as the forward model grid,
further mitigating the need for interpolation.

The need to do this had a knock-on effect on the input profiles themselves. Because the interpolated ECMWF
profiles were rather coarse only exist down to the lowest tangent point it was difficult to map them to the new
forward model grid. Consequentially we decided to use the RFM reference profiles as a new basis for our in-
tercomparison, as these are already defined at a rather high resolution from O km up to 120 km. To address the
perceived frequency shift that line shape functions have been analysed and it was found that the MARC code used
a frequency shift parameter in the calculation of the VVW line shape which was not present in FM2D. RAL have
now implemented this frequency shift in FM2D which has resolved this issue.

Figure 6 shows the same residuals after the implementation of the fine forward model grid and input profiles,
as well as the inclusion of the frequency shift parameter in the VVW line shape calculation in FM2D.

When we compare Figure 5 with Figure 6 we see that the frequency shift has disappeared, and that the meso-
spheric spikes are significantly reduced (from more than 14 K to about 4 K). With this respect the modifications
have been a significant improvement. The flat, view angle dependant residual is persistent and is addressed in the
next stage.

3.6 Single H,O and Oj lines

Our working assumption was that the flat, view angle dependent residual could be due to a misrepresentation of
the spectral line shape (especially in the wing of the strong H2O line). We have therefore decided to introduce
scenarios where only a single spectral line is calculated. For this we have selected the strongest H,O and Og lines
at 325 GHz and 320 GHz respectively. In both cases we have performed simulations first using a simple Voigt
line shape function, and then the (default) combined line shape function of Voigt and VanVleck-Weisskopf (where
Doppler width becomes significant). This comparison will show if the observed discrepancies are introduced by
a different implementation of the VVW line shape. The results of this comparison are shown in Figure 7. Top
row depicts the residuals of the RAL ozone spectrum minus the IFAC ozone spectrum, and the bottom row shows
the same picture for the HoO line. In the left column Voigt line shape is used, the right column uses a combines
Voigt/VVW line shape.

It is immediately obvious that both results are similar beyond distinction and that basic residuals of close to
1 K are already present in the simple case of a Voigt line shape. This leads us to conclude that the source of the
discrepancies is to be found at the spectroscopy level, even before a spectral line shape is applied.

3.7 Single layer homogeneous atmosphere

In order to discover the persistent discrepancies, an even more basic scenario was devised. This test scenario
consists of a single layer atmosphere at a constant Temperature of 250 Kelvin, a constant pressure of 100 hPa and
as a single component contains water vapour at a mixing ratio of 10 ppmv. This setting (which obviously defies
reality) is comparable to a gas cell measurement. The advantage of this setting is that all spectral parameters, which
are Temperature or pressure dependent, only have to be calculated once, and are therefore easier to cross-compare.
Figure 8 shows the residuals for this most basic of all scenarios, which at 0.14 Kelvin are still larger than we would
expect.

We have consequently modified the code to output all the intermediate spectroscopic parameters, and have
found a significant mismatch of 1-2 % in the Temperature- and pressure corrected line strength parameter. This
parameter is calculated from the partition functions, which are different for the two codes. FM2D used the Liebe
partition functions, whereas MARC uses a definition of partition functions which go together with the spectral
database and the continuum model they are using.

The partition function currently used into the MARC code is the one described in [11]: for each molecule,
the total internal partition functions are tabulated every 25 K from 60 to 3010 K and then are interpolated at the
requested temperature by a 4-point Lagrange interpolation.

RAL have consequently modified FM2D to be able to use the MARC partition functions as a module. The
result for the single layer atmosphere where FM2D is run with the MARC partition functions is shown in Figure
9. The residuals have been reduced by more than an order of magnitude. Extrapolating these findings on the initial
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results for the full atmosphere (Figure 5) indicates that the current discrepancies of roughly 2 K would be reduced
to below 0.1 K, which is the acceptable threshold for monochromatic simulations.

3.8 Final monochromatic simulation

Applying the partition function upgrade in FM2D to monochromatic simulations of the full atmosphere yields
the results shown in Figure 10. As expected, the residuals are within the 0.1 K threshold we have set ourselves
as a target. The exceptions are some remaining spikes, but these will be flattened by the instrument line shape
convolution discussed in the following section.

3.9 Instrument line shape

The instrument line shape convolution was first applied to the idealized case of the single layer atmosphere.

Figure 11 shows the residuals for the single layer atmosphere after the ILS convolution. The maximum error
has increased from 0.02 K of the un-convoluted case (see Figure 12) to 0.04 K, which is still very low, and the
average error is still below 0.02 K.

Figure 12 shows the comparison of the spectral radiances in all three MARSCHALS bands and for the full
atmosphere once the ILS convolution has been applied. The residuals for a full atmospheric scan from 0 km to 18
km are generally within fractions of one tenth of a Kelvin, but the views around the tropopause layer- where the
gradients in atmospheric constitution are largest and where potential ray tracing differences will have the largest
impact differ by as much as 0.1 K, which is still comfortably within the threshold we are aiming at in this study.

3.10 Atmospheric continuum

There is no common model in both FM2D and MARC to simulate the spectrally flat emissions due to the atmo-
spheric HoO, Oy and N5 continua. FM2D supports the modeling of the atmospheric continuum emission either by
use of the Liebe89, Liebe93 or CKD continuum model (see Section 3.1), or by explicitly specifying a column of
absorption coefficients at each model grid level. MARC uses the continuum model formulation given in the ESA
study by Verdes [26].

To get a first estimate of the expected impact the use of a different continuum model would have, RAL have
performed a direct comparison of the three following continuum models: Liebe89, Liebe93 and the IFAC contin-
uum model. In this study, the continuum absorption coefficients have been calculated in the 10 - 15 cm ™! interval
(300 - 450 GHz) for a given atmospheric composition. The results of this comparison are shown in Figure 13.

The observation we have made is that the IFAC continuum model seems to follow the Liebe93 model in the
way it evolves over altitude (exceeding Liebe89 at low altitudes but falling short of Liebe89 at high altitudes),
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Fig. 13: Comparison of the IFAC continuum model with Liebe89 and Liebe93 at different altitudes
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while at the same time returning consistently lower values in comparison than Liebe93. In any case, the 3 models
are distinctive enough to conclude that not any one model can be used instead of the other one, so for the onset of
the study RAL are using the IFAC continuum model formulation for their simulations.

Figure 14 shows the comparison of monochromatic spectral radiances for all three bands including the atmo-
spheric continuum contribution. The observed discrepancies are generally well within the 0.05 K levels, with only
the 10 km view reaching a max discrepancy of 0.08 K. Compared to the monochromatic case without continuum
(shown in Figure 10) the discrepancies have actually been slightly reduced, which we believe could be due to the
fact that the spectral features are attenuated by the continuum contribution (spectral lines are less steep) and that
therefore errors linked to spectral line-shape or line-width have a reduced absolute impact.

Figure 15 shows the same comparison, but this time the spectral response functions (ILS convolution) are
applied as well. The overall discrepancy is of the order of 0.05 K with individual maximum spikes to 0.1K. These
numbers again are slightly more favorable than in the corresponding case without atmospheric continuum (Figure
12).

3.11 Atmospheric refraction

We have identified that the two models use slightly different formulas in order to compute the refraction of a beam
of radiation due to the atmospheric density and water vapour profiles (dry and wet terms).

The refractivity profiles returned by the two formulas do differ, but to get an indication of the impact that
different refraction formulas will have on the radiative transfer a direct comparison of refracted tangent altitudes
is shown in Figure 16. Figure 17 shows the impact on the refraction formula on the spectral radiance, and again
the differences are marginal and therefore insignificant for the outcome of this study. Therefore for the remainder
of this study each forward model code will be run using its native refraction code. The conclusion from this
comparison is that the impact of the selection of refractivity formula on actual ray tracing (e.g. tangent altitudes)
is insignificant.

Figure 18 shows the residual spectral radiances in all three MARSCHALS bands when refraction is taken
into account (in addition to the spectral response convolution and the atmospheric continuum contribution). The
differences between the two models are now generally in the range of £ 0.1 K, with the (exceptional) maximal
difference of 0.3 K for the least well behaved view at nominal 12 km (refracted 11.6 km). Even this maximal
discrepancy is still well within the worst case threshold of 1 K defined at the start of the study, and average values
are in good accordance with a stricter threshold of 0.1 K, which is already significantly below the noise level of
the radiometer.

3.12 Field Of View convolution

The FOV used in the study are shown in Figure 19. The FOV, which have been normalised to unity for the sake of
the convolution, are the same ones as used for the analysis of the Darwin measurement campaign. This is because
when the input parameters had to be defined at the outset of the study new measurements of the antenna had not
yet been available. Also shown in Figure 19 are the angles of the 13 pencil beams at which the antenna response is
sampled for the convolution.

Figure 20 shows the differences in spectral radiance between the RAL forward model FM2D and the IFAC
forward model MARC for all three spectral bands. These simulations depict the full set of instrumental and
atmospheric parameter, i.e. spectral response functions (ILS), antenna convolution (FOV), atmospheric continuum
and refraction. We show the results for an un-refracted tangent view at 10 km sampled by 13 pencil beams as shown
in Figure 19. The 20 km view was chosen because in previous simulations this is where the largest discrepancies
had been observed. Other views will be better behaved than this one, so the numbers we get for the 10 km view
are a worst case scenario.

Figure 20 shows generally flat residuals of the order of 0.02 K - 0.03 K, depending on spectral band, with a
singular spike of 0.05 K - 0.1 K in amplitude at the frequency of the IF notch filter channel. We have established
the origin of the spike in the section on ILS convolution, illustrated in Figure 10. But even this spike is within the
most stringent threshold value of 0.1 K, so there is no need for further actions.

3.13 Conclusions and lessons learned

Table 1 shows an overview of the differences 0T between the two forward model spectra at various milestones
of the FM comparison study. For each spectral band individually, the overall residual is listed in the first column
(Avg). In scenarios where we observe differences that are significantly larger than the average value these outliers
are listed in the second column (Max). This is e.g. the case where spectra match to within a uniform level at most
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frequencies bar some delta spikes from mesospheric layers. In this example the average number would indicate the
broadband consensus, whereas the maximum number would indicate the discrepancy at the peak level. Similarly,
if all but 1-2 views within a full atmospheric scan show comparable differences, then the average number will
indicate the residual for a typical view, whereas the maximum number will give the residual of the atypical view.

Once the discrepancies at the spectroscopic level had been sorted out, the match between the two different
forward models became satisfactory even to within the strictest of thresholds of 0.1 Kelvin! That match could
be upheld even by adding the various instrument effects, like the ILS function, the FOV convolution, as well as
atmospheric effects like beam refraction and continuum emission/absorption. Not shown in the table below are
some of the intermediate results from the numerous iterations at every step which were sometimes necessary to
iron out computational issues.

Tab. 1: Summary of the differences in spectral radiance JT at the individual steps of the FM comparison study

Band B B C C D D
Experiment Avg | Max | Avg | Max | Avg | Max
K & KK ] E ] K
Initial monochromatic simulation | 1.5 1 3 2 12

+ Pressure frequency shift 1.5 1.3 1.5 4
Finer altitude grid in Mesosphere | 1.2 0.7 1.2 | 0.6 1.4

Finer altitude grid in UTLS 03 | 06 | 03 | 04 | 02 | 04

[\STRESN RN

Partition functions 0.08 | 0.11 | 0.06 | 0.15 | 0.07 | 0.15

+ Instrument line shape 0.08 | 0.1 | 0.06 | 0.15 | 0.07 | 0.15
+ Atmospheric continuum 0.08 | 0.08 | 0.08 | 0.1 | 0.06 | 0.13
+ Atmospheric refraction 0.15 | 0.15 | 0.1 0.3 | 0.08 | 0.16

+ Field Of View convolution 0.02 | 0.05 003 | 0.1 |0.02]0.11

4 Delivered Level 1B data and auxiliary information

Two successfull flights have been performed: one on November 9, 2009 and one on March 10 2010. The first flight
was performed during the Test Campaign in November 2009 at mid-latitude (TC9 campaign Oberpfaffenhofen,
Germany, Lat. 48.1°N, Lon. 11.3 °E) and will be referred to as the Test Flight. The second flight was performed
during the scientific campaign in March 2010 in the Arctic region (PremierEx campaign, Kiruna Sweden, Lat.
67.8°N, Lon. 20.4 °E) and will be called the Scientific Flight.

The measurements strategy adopted by MARSCHALS during the Test and Scientific Flights was the same
used for the SCOUT-O3 campaign, that is the scans are made of more than 200 spectra on a single band with the
commanded pointing of several sweeps at constant viewing angle and the viewing angle varied at 1 km steps in
tangent altitude. The number of sweeps acquired at the same commanded pointing were intended to compensate
for the S/N ratio of the real measurements different from the required value of 1 K. During the flight the pointing
was not completely actively corrected for the aircraft roll so that not always the observations with the same com-
manded pointing angle were measured at the same tangent altitude. This makes the intended avergaing procedure
impossible and therefore in the analysis each line of sight has to be considered independently. For each flight RAL
delivered several versions of the level 1B data, each containing improvements of the data itself or of the auxiliary
files.

The level 1b datasets delivered by RAL for the Test Flight are reported in table 2. The first three files were
delivered at the beginning of the project and were used for a preliminary anaysis of the Test Flight, reported in
section 5, together with the ILS and FOV definition coming from the previous analysis of MARSCHALS data
acquired during the SCOUT-O3 Campaign.

At a later stage a new set of data was delivered along with a new noise, FOV and ILS characterization. This
final delivery was the one used for the final analysis of the Test Flight.

Also for the Scientific Flight, two different datasets have been delivered by RAL and used for the analysis. In
the preliminary dataset, as for the Test Flight, the calibrated spectra and all the related instrumental data have been
included by RAL in a single file, from where we have extracted the data and converted them into a format suitable
to the code (MARC) used for the retrievals. Again ILS and FOV were the same of the SCOUT-O3 flight. The file
delivered by RAL is reported in the first row of Table 3.

On July 2010, RAL provided the new ILS characterization and the new band definitions. The new band
definitions are reported in Table 4 and in Figure 21 along with the data used in the SCOUT-O3 analysis. Both the
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Tab. 2: List of Test Flight Level 1B data files.

Data File pointing Correction
mar_20091104_200911261033_00111b_RollAngleCorrected WithO2sFilter.dat dt02
mar-20091104_-200911261033_00111b_RollAngleCorrectedWith10sFilter.dat dt10
mar_20091104_200911261033_00111b_RollAngleCorrected With60sFilter.dat dt60

mar_20091104_-201104080952_00111b.dat dt02
mar-20091104-201104080954_00111b.dat dt0s
mar_20091104-201104080955_00111b.dat dt10
mar_20091104-201104080956_00111b.dat dt20
mar_20091104_201104080958_00111b.dat de40
mar_20091104_-201104080959_00111b.dat dt60

Tab. 3: List of the Scientific Flight Level 1B data files.

Data File pointing Correction
mar_20100310-201003111300_00111b_dt10.dat dt10
mar_20100310-201010291227_00111b.dat dt02
mar_20100310-201010291228_00111b.dat dt02
mar_20100310-201010291230_00111b.dat dt02
mar-20100310-201010291232_00111b.dat dt05
mar_20100310-201010291234_00111b.dat dt10
mar_20100310-201010291235_00111b.dat de20
mar_20100310-201010291237_00111b.dat de40
mar_20100310-201010291239_00111b.dat dt60

number of channels and the spectral range covered by the bands have changed in the new characterization. The
impact of these changes on the retrieval is described in section 6.3.2.

In October 2010 RAL delivered the final dataset containing different Level 1B files with a new noise charac-
terization. Each file was produced correcting the pointing with a filter of different time width (dt). The list of
delivered files is given in Table 3. An example of the new noise characterization with respect to the one provided
in the preliminary data set is shown in Figure 22, where the noise level read from the two versions of the Level 1B
data is plotted for one scan for each band (scan 10 in band B, scan 12 in band C and scan 11 in band D). A more
general overview of the changes in the noise level introduced by the new noise characterization is given in Figure
23, where both the new and the old characterization for the scans from 6 to 53 are reported. As can be noticed from
the figure the unrealistic, very low values of the noise level in band C completely disappear. Furthermore the max-
imum value of the noise level is lower than the old one in all bands. The impact of the new noise characterization
on the retrieval is discussed in section 6.3.3.

Respect to the preliminary dataset also a new FOV characterization has been provided in the final release. The
new FOV characterization for each band is plotted in red in Fig. 24 together with the old one (red). The impact of
the new FOV characterization on the data analysis is discussed in section 6.3.4. The final delivery of the Level 1B
file dataset together with new FOV, ILS and band definitions have been used for the final analysis of the Scientific
Flight.

Tab. 4: Band definition for SCOUT-03 and PremierEx

SCOUT-03 PremierEx
Band | initial frequency | n. of points | initial freq. | n. of points
GHz GHz
B 294.16 58 296.76 44
C 316.58 45 317.78 39
D 342.30 33 341.90 32
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S Analysis of MARSCHALS Test Flight measurements

In this section, we report the results of the analysis carried out on MARSCHALS Level 1B data acquired during
the Test Flight on 04.11.2009 the delivery of the final Level 1B data for the Test Flight was performed long after
the delivery of the consolidated dataset of the Scientific Flight. Therefore all the retrieval optimizations have been
done for the Scientific Flight and the results have then been applied to the Test Flight. So it would have been more
realistic to report the analysis of the Scientific Flight before the analysis of the Test Flight. However, in this report
we wanted to respect the cronological order of the measurements. Therefore in this section we will extensively
refer to work described in the subsequent sections.

The Level 1B files delivered by RAL for the preliminary and final analysis of the measurements acquired
during the Test Flight are listed in Table 2. For both deliveries, there are different versions of the Level 1 data,
each obtained with the pointing information corrected using different time width of the high/low pass filters.
All the reported tests were performed on the Level 1 data file corrected with the 10 sec filter width. The noise
level used in the analysis was directly read from the Level 1B data. The reported analysis was performed after
the Scientific Flight data analysis, therefore the optimization of the retrieval configuration was not repeated. A
thorough description of the retrieval choices used in this analysis can therefore be found in section 6.3.

5.1 Geophysical Scenario
5.1.1 Flight overview

The flight track of MARSCHALS Test Flight is shown in Figure 25, while figure 26 reports the altitude of the
M-55 aircraft during the flight plotted versus the flight time (UTC).

As can be seen in Fig. 25 the M-55 made a lot of turns during the flight, with the result that MARSCHALS
scans sampled the atmosphere in many directions. This is highlighted in the three panels of Fig. 27, that show the
position of the tangent points of the scans of band B (top panel), C (central panel) and D (bottom panel) during the
flight. In the three panels of Fig. 28 we report the tangent altitudes of the observations of bands B (top panel), C
(central panel), and D (bottom panel). The plots show that there is an uneven altitude coverage during the flight
and that for some of the scans, such as scan 13, 14 and 31, the altitude distribution of the tangent points covers a
reduced range.
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Fig. 25: The TC9 flight track plotted versus latitude and longitude. The black dots show the average position of each scan.
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Fig. 26: The flight altitude and the analysed scans position plotted versus the Universal Time Coordinate (UTC)
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Fig. 27: The flight track with the geolocation of Band B (top) Band C (middle) and Band D (bottom) tangent points plotted
versus latitude and longitude
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Fig. 28: The flight altitude and the analysed scans tangent altitudes position plotted versus the UTC. Top panel: band B, central
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Fig. 26 shows that there are two parts of the flight (from scan 4 to 13 and from scan 24 to 31) where the aircraft
altitude was nearly constant, a requirement for having the MARC code working at its best. While from scan 24
to 31 the aircraft made a lot of turns, the part from scan 4 to 13 corresponds also to the part of the flight were the
flight track followed a straight line. We therefore expect to have the best data for the analysis from scan 4 to 13.
However the preliminary analysis has been performed on all the available scans.

5.1.2 Initial Guess Atmosphere

A preliminary step for the analysis of MARSCHALS observations is the definition of the status of the atmosphere
that is used also as a priori information for the retrieved targets. Therefore the initial status of the atmosphere
has to be as close as possible to the true status of the atmosphere, in order to minimize the impact of interfering
species whose VMRs are not a retrieval target and to have a good a priori estimate of the profiles that are the
retrieval targets. As a starting point we have used the IG2 database [19](developed by J. Remedios for the analysis
of MIPAS/ENVISAT spectra) for a mid-latitude atmosphere. The IG2 database contains one average profile valid
over a wide latitude band, along with the 1-sigma variability of that latitude band. The IG2 profiles were used
for the target species NoO, HNO3 and CO and for all the interfering species. Temperature, pressure, water and
ozone can be extracted from the ECMWF (European Center for Medium range Weather Forecasting) database,
on a personalized latitude and longitude grid. So for the ECMWF species listed above we have used a profile
personalized for each analysed scan.

5.1.3 Initial Guess Atmosphere: ECMWF data

ECMWEF data were extracted from the MARS Archive (Meteorological Archival and Retrieval System). In this
database data for Temperature (K), Specific Humidity (Q) (kg/kg) and Ozone Mass Mixing Ratio (MMR) (kg/kg)
can be retrieved on a chosen latitude-longitude grid and on model levels. The MARS archive contains datasets
reported over different numbers of model levels: 16, 19, 31, 40, 50, 60, 62, 91 each relative to different pressure
ranges. Data for the geopotential (m?/s?) and for the pressure (hPa) at the surface can also be extracted on the
same latitude-longitude grid.

The value of the pressure at each model level can be calculated through a given formula using the value of the
pressure at the surface [1]. The data of the MARS archive are available at four different times for each day: at
00:00, 06:00, 12:00 and 18:00 (UTC).

Since the atmospheric status used in the MARC code has to be reported on an altitude grid, it is necessary
to convert the pressure-dependent profiles into altitude-dependent ones. This conversion can be operated using
the geopotential altitude at surface and the hydrostatic equilibrium through the use of pressure and Temperature
profiles. In our study we decided to use the 91 model levels data to obtain vertical profiles of Temperature, pressure,
O3 and H2O on a high resolution vertical grid that extends up to 70-78 km.

5.1.4 Initial Guess Atmosphere: Scan dependent ECMWF profiles

As we have mentioned before, the ECMWF data are available on a chosen latitude and longitude grid. For the
04.11.2009 flight the used latitude-longitude grid was:

e Latitude grid from 45 deg to 56 deg with a step of 1.125 deg

e Longitude grid from 0 deg to 16 deg with a step of 1.125 deg

According to the fact that the flight was performed approximately from 12:00 to 14:00 UTC, we retrieved
the ECMWEF datasets for 12:00 UTC and 18:00 UTC of 4 November 2009. The ECMWF profiles were interpo-
lated in latitude, longitude and time in order to obtain the profiles at the time and at the average geo-locations of
MARSCHALS scans. This process was applied to Temperature, pressure, Q and O3 MMR altitude profiles.

In order to obtain HoO and O3 VMR profiles the data for Q and Ozone MMR needed to be converted. For the
conversion of Q into HoO VMR we have used the same expression reported in Equation 5-1 of [2], while for the
conversion of O3 MMR into O3 VMR we have used the expression reported in Equation 5-2 of the same technical
note. The result of this procedure are altitude profiles from 0.5 to about 77 km for Temperature, pressure, O3 and
H>0O VMR at the time and geo-location of the analysed scans. The profiles have been estrapolated up to 100 km
using the same strategy adopted in the SCOUT-O3 analysis, that is using the shape of the IG2 profiles.
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Fig. 30: Os initial guess profile for scan 24 +/- corresponding a priori error.

5.1.5 Initial Guess Atmosphere: a priori errors

Since in the MARC code we use Optimal Estimation to retrieve the atmospheric data, we need to define the error
associated to the initial guess profiles that, in our analysis, are also used as a priori information. This error is
very important because it defines the strength of the constraint imposed during the retrieval procedure. Moreover
it is also used to characterize the quality of the retrieved data, through the use of the individual information gain
quantifier. The error used in the preliminary analysis of the Test Flight was the 1 sigma variability obtained from
the IG2 files for all the target species but for Temperature where a 3 K constant error was used (Fig. 29) and for
water vapour, where the error is 100 percent from 77 km to 13.5 km and the 1 sigma variability below. For the
final analysis, whose results are reported in the following subsections, the a priori errors were set following the
procedure adopted for the analysis of the Scientific Flight where for water vapour and ozone the 1-sigma variability
was substituted by the 100 % of the a priori profile when its value was lower (see in Fig. 30 an example for ozone)
and for the other targets we have set the a priori error threshold to 50 %.

5.2 Retrieval results
5.2.1 Analysed dataset

Since for the Test Flight of 4 November 2009 all MARSCHALS bands were operating, we have performed the
analysis on the spectra of all bands. This was the very first time that the MARC code was used on the data of Band
D, while MARC was already used (SCOUT-O3 campaign) on the data of Band B, even if the measurements had
problems, and on the data of Band C with satisfactory results [6] [18]. The preliminary analysis of the Test Flight
data has been performed on all the scans present in the Level 1B file, without any screening, even if, as already
said in section 5.1, we can expect the best performances for the scans from 4 to 13.
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Fig. 31: BT, quantifier plotted versus the zenithal pointing angle and the acquisition time.

5.2.2 Retrieval Features

Since the spectra of MARSCHALS bands could only be separately analysed, we could not perform the simultane-
ous retrieval of all the targets reported in [24].
So for each band the retrieval targets (as identified in [24]) were:

e Band B: the altitude distributions of T, H,O, O3, HNO3 , N3O and external continuum (Multi Target Re-
trieval).

e Band C: the altitude distributions of T, H5O, O3, HNO3 and external continuum (Multi Target Retrieval).
e Band D: the altitude distributions of T, Ho O, O3, HNOj3, CO and external continuum (Multi Target Retrieval).

e Scalar values of pointing bias, offset and gain for all bands
Common retrieval options for all the analysed scans (as used in the SCOUT-O3 analysis):

e Same vertical retrieval grid (target dependent)
e Use of the Optimal Estimation + Marquardt
e No hydrostatic equilibrium (anomalous T values could cause the reconstruction of a wrong pressure profile)

e Retrieval stops after 7 Gauss-Newton iterations

5.2.3 Preliminary analysis

The first test retrieval was performed on the measurements extracted from the L1 file without any filtering of the
data apart from the removal of sweeps automatically performed with SAMM following the criteria listed in section
2.2.2 above. This first test highlighted the presence in the measurements of sweeps where the pointing reported
in the level 1 file was not correctly evaluated. This was confirmed by the exam of the BT, quantifier computed
by SAMM for each sweep (see Sect. 2.3.2. In figure 31 the value of the BTy, quantifier is plotted versus the
zenithal pointing angle and the acquisition time. The zenithal pointing angle is the pointing angle value referred
to the zenith of the instrument geolocation, therefore when its value is lower than 90 the instrument is pointing
above the flight altitude, while when its value is greater than 90 the instrument is looking deeper and deeper in
the atmosphere. Therefore we expect that the value of the BTy, gets higher and higher with increasing values of
the zenithal pointing angle. In figure 31 blue is associated with low BT, values and red with high BT, values.
We can see that in the areas highlighted by the red boxes the BT,, shows anomalous behaviour, confirming the
presence of some problem in the calibration of the pointing.

Since as for SCOUT-O3 measurements we had a redundancy of sweeps for each considered scan, we could
safely remove the most problematic spectra from the analysis. Therefore we manually excluded the most problem-
atic spectra from the analysis.
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Fig. 32: final x-test of the analysis of all bands

The new set of data was analysed using the strategy reported in Sect. 5.2.2, adopting all the optimizations
found in the Scientific Flight analysis described in section 6. However, since the Test Flight was performed in a
different location and season than the Scientific Flight, we performed some tests to tune the lowest tangent altitude
of the observations used for the analysis: we saw that removing all measurements below 5 km gives good results
in terms of x-test , trace and information content value. Since for the Scientific Flight the CO retrieval was not
giving very useful results, due to the low CO VMR in the sampled region, further tests were performed to tune
CO retrieval strategy. We tested the use of the top of the atmosphere at 65 and 90 km, and found that the 65 km
value produced a little improvement in terms of trace and information gain. We also varied the CO initial guess
profile using a constant altitude profile with very low values (near 0). The retrieved CO profile was almost equal
to the one retrieved using the IG2 profile as initial guess, thus evidencig very low influence of the inital guess on
the retrieved profiles. The best vertical retrieval grids for the Test Flight data analysis were found to be the same
used for the SCOUT-03 data analysis.

The final results of the retrieval are summarized in figure 32, where the final values of the y-test are plotted
with respect to the acquisition time of the scans, while in Fig. 33 the quantifiers of the retrievals are reported.

As can be seen in Fig. 32, the y-test value of the flight is on average close to 1 in the first part of the flight
while it increases to a value of 2-3 in the second part, where however the M-55 was landing. High x-test values
were present for scans 3, 4, 5, 13, 16, 17 and 25. Those scans were performed during anomalous movements of the
aircraft (i.e. ascent, dive, turns) where the commanded pointing and the achieved pointing can be very different,
and their anomalous behaviour was expected. A separate exam was needed for scan 10, that is one of the scans
recorded in the best part of the flight, that showed a final y-test value greater than 5. A thorough investigation
highlighted a residual anomaly in the pointing correction for some of the spectra of the scan. While the pointing
changes monotonically, the measured spectral intensity remains stable. Therefore the retrieval procedure tries to
compensate for the anomalous behaviour of the spectra, but the result is a discontinous residual well above the
measurement noise, generating the high y-test value. As can be seen in Fig. 33, the trace of the AK matrix and
the information content of the retrieval is fairly constant through the flight apart for scans 2, 14, 31, and 34 where
a lower than average information content and AK trace values are present. This is due to the smaller number of
sweeps that can be used in the retrieval.

In Figures from 34 to 37 the results of the retrieved scalar quantities for all bands are reported. If the retrieved
values of the offset and gain stay constant throughout the whole flight, this is an indication of a consistent calibra-
tion of the three measured bands. In figures 34 and 35 we see that for the part of the flight from scan 6 to scan
12 those quantities are fairly constant. The same applies to the data retrieved for Band C scans, while for the rest
of the analised scans the results are a little bit more scattered. In particular we get a low gain value for the Band
B scans 1, 2, 7, 25 and 34. While for scans 1,2 and 17 and 34 we may expect to have some problems, since they
have been acquired during ascent and descent part of the flight, and scan 25 has been acquired during a turn of the
aircraft, the anomalous value of scan 7 is more difficult to explain only on the basis of the measurement scenario.

The values obtained for the pointing bias reflects the behaviour found for the other scalar quantities, that is
that in the first part of the flight (scans 6-12) we found constant values, while results are a little more scattered for
the other parts of the flight. In figure 37 the retrieved frequency shift values for each band are reported. Band B
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Fig. 33: final trace of the AK matrix and information content for the anal